Generate: A NLG system for educational content creation
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ABSTRACT
We present Generate, a AI-human hybrid system to help education content creators interactively generate assessment content in an efficient and scalable manner. Our system integrates advanced natural language generation (NLG) approaches with subject matter expertise of assessment developers to efficiently generate a large number of highly customized and valid assessment items. We utilize the powerful Transformer architecture which is capable of leveraging substantive pretraining on several generic text corpora in order to produce sophisticated, context-dependent text as the basis for item creation. We present early results from experimental studies demonstrating the efficiency of our approach.
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1. INTRODUCTION
The COVID-19 pandemic has accelerated the push towards remote delivery of formative and summative assessments and with it have arisen heightened security concerns of item pool exposure. Moreover, there is growing adoption of highly personalized and adaptive learning and assessment experiences [25] that require regularly replenished assessment item pools. These twin factors among others are placing ever growing demands on traditional processes of creating assessment content that are based in large part on manual labor, highly dependent on subject matter expertise and challenging to scale up. Furthermore, the manual generation of content and assessment items heightens the risk of incomplete, duplicate and/or redundant content. We believe advances in AI, particularly natural language generation (NLG) can help mitigate this bottleneck and open new possibilities for personalized learning experiences.

Classical natural language processing (NLP) work in this area dates back to John Wolfe’s seminal work [17] that demonstrated the feasibility of automatically generating natural language questions. In recent years there has been a revival in interest, spurred in part by advances in dialogue systems such as Amazon Alexa. While traditional approaches to NLP-based assessment item generation involve a pipeline of modules such as content selection, template design and item realization [18], these have been criticized for being rigid and too reliant on arbitrary heuristic rules and having limited novelty and psychometric variability [19]. There is growing interest in developing end-to-end neural network based approaches that do not require customized, hand crafted rules and are better equipped to generalize across content areas [20]. A key element of such approaches is leveraging large text content databases and well annotated datasets such as BookCorpus [21], SQuAD [22] and Wikipedia. For further details on related work, readers are directed to the survey of state of the art by Kurdi et al. [26].

In this paper we present Generate, a NLG system that efficiently and in real-time creates lexically and semantically appropriate item content, dramatically speeding up assessment item authoring, freeing item writers and subject matter experts (SMEs) from unnecessary work, and can enable personalized learning and assessment experiences. At the core of Generate’s content generation capabilities is the Transformer architecture [4] that leverages substantive pretraining on several generic text corpora to produce sophisticated, context-dependent text as the basis for item creation. From a small number of representative items as training samples to learn lexical and semantic structure, Generate is able to produce a wide variety of draft item content. Users utilize an intuitive graphical interface that allows selection of item stems, keys (correct answers) and distractors from a number of generated options.

In the following sections we provide technical details of our system starting with a brief review of Transformers, system implementation and architecture. Following that we present analysis from experimental studies and share thoughts on future directions.

2. TECHNICAL APPROACH AND SYSTEM DETAILS
2.1 Transformers and NLG
In order to capture the subtlety and breadth of lexical patterns necessary to faithfully generate novel assessment content, we opted to base our NLG engine on the Transformer architecture, which is capable of leveraging substantive pretraining on several generic text corpora in order to produce highly sophisticated, context-dependent token embeddings for a variety of NLP tasks. First proposed in 2017 by Vaswani et al. [4], the Transformer architecture has since revolutionized NLP research, with state-of-the-art performance on benchmarks like the broad GLUE suite of NLP tasks [5] being set by Transformer-based models such as Google’s BERT [6] and OpenAI’s GPT series [7, 8, 9].

The central idea of the Transformer architecture is to do away with sequential processing of text altogether, as was done traditionally with deep-learning architectures like LSTMs [10] and GRUs [11], and instead process the tokens (words, subwords, and punctuation) of text simultaneously using an operation called attention. The variant of attention used in the original formulation of the Transformer architecture, scaled dot-product attention, is defined as follows:

\[
\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d}}\right)V
\]
The matrices $Q$ and $K$ are called the *queries* and *keys*, respectively, and each have column-dimension $d$, while the matrix $V$, called the *values*, has column-dimension $d'$. We consider the case when $Q$, $K$, and $V$ are all the same matrix $X$, and the resulting operation is known as self-attention. Each row of $X$ corresponds to a context-independent dense embedding of a single token with a small positional encoding vector added so that the model can take into account the position of the token in the input text. Thus, self-attention recomputes every token as a linear combination of every other token, where the weights in the linear combination depend on a scaled dot-product similarity (the $\frac{QK}{\sqrt{d}}$ term). In order to allow the Transformer to learn several different patterns of lexical interaction, several matrices of weights are used to compute multi-head self-attention:

$$\text{MultiHead}(X, X, X) = \text{Concat} (\text{head}_1, \text{head}_2, \ldots, \text{head}_h)W^o,$$

where

$$\text{head}_i = \text{Attention}(XW^{q_i}, XW^{k_i}, XW^{v_i}),$$

and all of the $W$ matrices consist of learnable weights. After multihread attention is computed, the results are aggregated and resized using a simple single-hidden-layer feedforward neural network, which has its own learnable weights. This combination of multihread attention followed by a feedforward neural network constitutes the fundamental building block of the Transformer architecture: the Transformer block. A Transformer model, then, is built by chaining together several Transformer blocks, each potentially with its own set of weights.

For its NLG engine Generate utilizes a Transformer model pre-trained for the task of next-token prediction. The Transformer architecture processes the conditioning input text in order to produce a probability distribution over all tokens in the vocabulary. We sample from the vocabulary according to this distribution, and then proceed *auto-regressively*: we process the newly sampled token and use it to produce a new probability distribution and sample a new token. We continue in this way until a maximum token limit is met, or until a stop sequence is produced (such as a newline character "\n").

### 2.2 How Generate Works

As illustrated in figure 1 Generate has five main system architectural components. The first is a React Javascript-based graphical user interface. Through the interface, users can select pre-uploaded AI models, generate an item, visualize and edit the item and visualize the metrics generated by the AI, allowing the user to create a complete item generation flow, from creation to validation. The user interface is linked to the second component which is the Auth0 authentication platform, a third party service specialized in secure authentication and authorization workflows. Once the user is authenticated, the GUI will connect with the third component, Hasura [2]. Hasura serves mainly as a GraphQL API to connect the GUI with the database and the serverless services. The fourth component is the item generation services (SQS Queue and Lambda Worker), which are responsible for interfacing with the NLG engine API with all the advantages of a serverless architecture [3]. The NLG engine API forms the last core component and is responsible for generating content based on the model provided.

Users begin their interaction with Generate by providing specifications of desired content including: a content map of item types and topics to be generated; user-specific writing guidelines so that domain semantics and formatting can be tailored to best practices; and specification of admissible lexical metric ranges, such as type-token ratio, Flesch Reading Ease, and the Coleman-Liau Index. These specifications constitute what is called a project. Along with these specifications, users may also supply a set of representative items. The number of such items is usually between 100-200 items total, although it will depend on the complexity of the content map specified in the project and the number of different types of items to be generated. At a baseline, all that is needed is the raw item, though users may supply their own item metadata to help improve the performance of our AI engine. Features such as item topic categorization, key and distractor labels, item cognitive type (recall, application, etc.), and difficulty metrics like $p$-value and point biserial [12] may all be used to further hone our AI models’ performance.

---

**Figure 1:** Generate system architecture is designed to be modular with distributed services hosted on AWS.

**Figure 2:** Generate item authoring interface. Users can select from a number of item generation models and create items on-the-fly with the click of a button.
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After supplying content specifications and representative items, the k-means clustering algorithm [13] is applied to produce several groups of 8-10 representative items each. The clustering algorithm is predicated on a combination of user-supplied metadata, as well as numeric item features produced by the Transformer-based Universal Sentence Encoder (USE) model [14]. The goal of this clustering procedure is to produce groups of items which are semantically and stylistically homogeneous, which in turn improves the reliability of our AI engine to produce items which are coherent, semantically and factually relevant to the content domain, and stylistically appropriate according to the user’s writing guidelines. Each group of representative items corresponds to a different string of conditioning input text for our AI engine, which we refer to as a model. Each model produces a different “flavor” of content. By building several models, we ensure that a user’s content specification demands are met, and a wide diversity of items is produced while doing so.

Given a model, raw content is generated by our NLG engine and then undergoes several automated quality checks before being presented to the user. First, the raw content must pass a parse check to ensure that desired item formatting has been captured. Next, we perform an overlap check to ensure that no part of the generated content overlaps too heavily with the representative items, or with any other part of the generated content (e.g. to prevent duplicate options in a multiple choice item). For multiple choice content, users are able to specify a range of options to generate and so we also check that a sufficient number of unique options are produced. Finally, previously specified lexical metrics are computed, and we check that the generated item lies in the user-specified admissible ranges for these metrics.

As shown in figure 2, Generate offers a graphical user interface where item writers interact with our NLG engine directly to produce content. With this interface, item writers can select one of several item generation models and generate items on-the-fly with the click of a button. The item writer can then refine and annotate generated items before saving a finalized version. Generate’s content generation interface allows item writers the ability to save an intermediate version of a promising item and regenerate unwanted parts. For example, with multiple choice content, one can select a key and one distractor from the list of available options, and then regenerate the remaining options to produce a fresh list to choose from. In this way, item writers can use Generate to help them rapidly ideate additional options, leading to significant speedups in the item-writing process.

Users can review generated content at any time using Generate’s content dashboard. This dashboard allows users to review project-level information such as lexical metric distributions, as well as review individual items and their SME annotations. Once a selection of items has been made, users can download their content either as raw text or in QTI format.

2.3 SME Usability Experiment Results

For the content domain of nursing professional licensure, we performed two experiments with a subject matter expert (SME)/item writer in the domain. In the first experiment, the SME was asked to perform a quality review of a set of 40 items purely created by Generate NLG spanning four topic areas including biotechnology, medical assisting, nursing assisting, and practical nursing (see figure 3 for an item from this set). For a baseline of comparison, we mixed in a “calibration set” of 40 representative items produced by a separate human item writer spanning these same four topic areas. The SME was not told which items were from the calibration set, and which were created by Generate. To perform the quality review, the SME was asked to check factual accuracy and topic relevance, make any necessary edits, estimate the difficulty of the item on a subjective easy/medium/hard scale, give any general comments and feedback, and assign a subjective overall quality rating on a 1-7 Likert scale (with 1 being poor and 7 being excellent). The median quality rating for Generate items was 5.5, compared to a median quality of 6 on the calibration set, with 70% of Generate items rated 5 or higher. There was also considerable overlap in the difficulty distributions, as shown in table 1. It took the SME an average of 3.75 minutes/item to perform this quality review. Compared to the SME’s estimated 20-30 minutes/item to write an item manually, Generate demonstrates clear improvements to SME item writing throughput.

In the second experiment, the same SME was asked to interact directly with the Generate content generation interface to produce 50 more items in the domain of nursing professional licensure. We gave the SME five models ranging over a single nursing topic and requested that they produce ten items for each model. We captured data on generation time as well as item survival rate. For each item, the SME used Generate’s content generation interface to first generate a multiple choice item with eight possible options. The SME was then asked to select the best combination of key and three distractors from these available eight options, and then perform necessary fact checking and editing. Using the Generate system, it took the SME an average of 2.7 minutes/item, including latency necessary for the system to generate the raw item. According to SME testimony, a similar exercise with a conventional item writing approach would have taken roughly 30 minutes/item, not including slowdowns due to SME fatigue and burnout. We are currently working on a number of follow-on experiments with item writers in a variety of domains including K-12 education, higher-ed and professional licensure.

Table 1: Comparison of difficulty distributions

<table>
<thead>
<tr>
<th></th>
<th>Easy</th>
<th>Medium</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generate</td>
<td>42.5%</td>
<td>40%</td>
<td>17.5%</td>
</tr>
<tr>
<td>Calibration</td>
<td>37.5%</td>
<td>45%</td>
<td>17.5%</td>
</tr>
</tbody>
</table>

3. DISCUSSION AND FUTURE DIRECTIONS

Our early investigations with item writers indicate a significant increase in assessment authoring throughput, which if borne out in
future and ongoing studies would mitigate bottlenecks in producing easily accessible high quality assessment items. We believe this would help enable innovations in formative assessment, personalized learning, and building customized and efficacious classroom activities.

In addition to assessment content generation, we plan to implement the following functionality to Generate over time.

### 3.1 Item Difficulty Estimation

Content creators must ensure that assessments adhere to a desired difficulty distribution, where we take difficulty to be measured by $p$-value (the proportion of examinees that answered a question correctly). Current methods for estimating $p$-values involve manual field-testing of provisional items, which is both time-intensive and risks item exposure, reducing the lifespan of the item. While previous work in automated difficulty estimation has employed techniques of first-order-logic [15] as well as a machine learning-based word embedding approach [16], we are exploring a blended approach which leverages structured item metadata with Transformer-based processing of unstructured item text. In this way, users can quickly recycle items which do not adhere to required difficulty specifications, thereby increasing the survival rate of items produced by Generate.

### 3.2 Automated Content Tagging

Tagging educational content with the most relevant learning and assessment standards such as CCSS [23], NGSS [24], etc. is one of the most critical elements in creating highly efficacious content. This enables the tracking of student skill gaps, recommendation of remediative learning resources and mastery of discipline topics, skills and cross cutting capabilities. We are currently developing a text content classification approach that can be used to delineate skills, learning objectives and core disciplinary ideas in the generated assessment items.

### 4. CONCLUSION

In this paper we have introduced Generate, a system that utilizes an NLG approach to significantly increase productivity of assessment content creators. Generate is built on a language modeling architecture that understands the deep semantic and lexical structure of assessment content that allow us to handle a variety of assessment domains and item types. Our system’s content dashboard integrates elegantly with existing item writer workflows for item review, editing and approval. To the best of our knowledge Generate is the first NLG content authoring system designed for use in education and we believe can enable innovations in personalized learning, formative assessment and efficacious classroom activities.
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